Application of Genetic Algorithm to Determine Kinetic Parameters of Free Radical Polymerization of Vinyl Acetate by Multi-objective Optimization Technique
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ABSTRACT: A Multi-objective optimization procedure has been developed to determine some kinetic parameters of free radical polymerization of vinyl acetate based on genetic algorithm. For this purpose, mathematical modeling of free radical polymerization of vinyl acetate is carried out first and then selected kinetic parameters are optimized by minimizing objective functions defined from comparing experimental data and mathematical modeling outcomes. A ranking procedure is applied to classification of solutions, and a Pareto optimal set filter is used to preserve the non-dominated solutions on the basis of Pareto optimality definition. Results show by this optimization technique, kinetic parameters are calculated in reasonable time and computational costs near the global optimum without scalarization of objective functions into a single objective function.
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INTRODUCTION

In earlier years, multi-objective optimization problems were usually solved by application of weighted factors to scalarize the vector of objective functions into a single objective function. This process allows a simpler algorithm to be used, but unfortunately, the solutions are largely depending on the assigned values to the weighted factors, which are done quite arbitrarily.

The most appropriate methods to solve multi-objective optimization problems are evolutionary based procedures such as genetic algorithm. Genetic algorithms and the closely related evolutionary algorithms are a class of non-gradient methods, which have grown in popularity ever since Holland first published his work on the subject in the early 70’s [1]. In this method, each optimization parameter is encoded by a gene using an appropriate representation, such as a real number or a string of bits. The corresponding genes for all parameters form a chromosome capable of describing an individual design solution. A set of chromosomes representing several individual design solutions comprises a population where the fittest are selected to reproduce.

Multi-objective optimization has created immense interest in engineering in the last two decades. Polymerization processes are quite complex in nature...
and offer themselves as excellent candidates for the application of multi-objective optimization [2]. In recent years, genetic algorithm and its adaptations have been used for multi-objective optimization of polymerization systems [2-10] and bioreactors [11-13].

In this study, multi-objective optimization of vinyl acetate polymerization is carried out to determine kinetic parameters of polymerization reaction in the presence of methanol as a solvent. The detailed information about multi-objective problem definition, genetic algorithm, mathematical modeling and optimization procedure is given in the following sections.

MULTI-OBJECTIVE DEFINITION

The process of optimizing systematically and simultaneously a collection of objective functions is called multi-objective optimization. The general multi-objective optimization problem (in this case minimization) is defined as follows:

\[
\text{Minimize : } F(x) = [F_1(x), F_2(x),..., F_k(x)]^T
\]

Subject to: \[g_i(x) \leq 0; \quad i = 1,2,...,m\]

\[h_j(x) = 0; \quad j = 1,2,...,e\]

where k, m and e are the number of objective functions, inequality constrains and equality constrains respectively. \(x \in \mathbb{R}^n\) is a vector of design variables or decision variables, and n is the number of independent variables \(x_i\). \(F(x) \in \mathbb{R}^k\) is a vector of objective functions. The feasible decision space is a part of design space, which satisfies inequality and equality constraints.

The object of this study is to find the optimum values of some kinetic parameters that optimize the objective functions, which are introduced later.

There are some differences between genetic algorithm and more normal optimization and search procedures such as [14]: working with a coding of parameter set instead of the parameters themselves, searching from a population of points instead of a single point, using payoff (objective function) information, not derivatives or other auxiliary knowledge and using probabilistic transition rules, not deterministic rules.

The major advantages of this method for optimization problem include the following:

- Capability of finding a set of optimal solutions rather than a single solution.
- Exploring the search space more thoroughly than local based search algorithm.
- Decreasing the dependence on the quality of the starting points.

In genetic algorithm main idea is to represent a set of potential solutions as a population of individuals, represented by chromosomes. Chromosome consists of genes, which reflect different aspects of the solutions.

Representation of a solution describing the problem is an important first step in a genetic algorithm. The length of each string that indicates any of the decision variables is determined on the basis of two parameters. The first is upper and lower bound of each variable and the second is the desired accuracy of any parameter.

The traditional single-objective genetic algorithm technique is composed of three simple operators: reproduction, cross over and mutation. By using different probabilities for applying two later operators, the speed of the convergence can be controlled.

Reproduction is a selection process of pairs of individuals to act as parents by which the most highly rated parameters in the current generation are reproduced in the new generation [3]. By this operator, individual strings are copied according to their objective function values, which means strings with a higher value have a higher probability of contributing one or more offspring in the next generation. The selection procedure is performed using a roulette wheel method in which, each individual is represented by a slice of the roulette wheel, proportional to its fitness value. By random sampling of individuals, one individual at a time in proportion to its fitness is chosen [3].

Cross over is an operator used to generate a new string (i.e. child) from two parents. By this operation, new individuals are generally created as offspring of two parents and cross over site(s) is selected randomly within the chromosome of each parent, at the same place in each. The parts delimited by the cross over point(s) are then interchanged between the parents [15,16]. By application of a cross over probability (\(Pc<1\)), some of the good solutions that are already generated are preserved, so not all solutions are used in this operator. Single point cross over operator is drawn schematically in Fig. 1.

Mutation, the third important operator of genetic algorithm, makes a small change in the child strings by
randomly selecting and replacing any chromosome with a pre-specified small probability. In genetic algorithm
mutation is a source of variability and its role is to get the
system out of local extremes, accelerate system conver-
gence [15,17], and maintain diversity in the population.

In addition to the operators introduced farther ahead, in
multi-objective optimization problem, another
definition must be considered as Pareto optimal. In a
typical multi-objective optimization problem, there exists
a set of solutions, which are not necessarily the best
solutions if any of the objectives is considered
individually but are relatively better feasible optimal
solutions if all the objectives are considered
simultaneously. This set of solutions is called the Pareto
optimal or non-dominated solutions [18], which is
defined mathematically as follows:

A point, \(x^* \in X\), is Pareto optimal if \(\text{if and only if}\)\(\text{there does not exist another point, } x \in X \text{ such that } F_i(x) < F_i(x^*), \text{ with at least one } F_j(x) < F_j(x^*)\).

The optimal solutions to a multi-objective function
optimization problem are non-dominated or Pareto
optimal solutions. To find Pareto optimal solutions, a
ranking procedure is used and after the calculation of the
fitness value of solutions, the best individuals are
registered in the Pareto set filter operator. In the ranking
step, the individuals are classified into categories on the
concept of Pareto optimal definition. For this purpose, at
first all non-dominated individuals of the current
population are identified and assigned rank 1, then these
individuals are removed and a new evaluation is
conducted on the remaining individuals.

The next set of non-dominated points are defined and
assigned rank 2 [3]. This procedure continues until all the
individuals in population are classified. This ranking
method is conducted in the following basic steps:

1- Set \(i=0\);
2- Randomly select one objective function as
reference;
3- Sort points according to the value of objective
function selected as reference;
4- Select points with opposite effects on the values of
reference function and other objective functions; i.e.
points which simultaneously increase objective function
and decrease other objective functions or vice versa;
5- Change reference function and repeat stages 2-4
until all functions are selected as reference;
6- Assign points selected in step 4 in the rank=i+1 and
remove these points from points collection;
7- Set \(i=i+1\);
8- Repeat stages 2-7 until of all points classified;

The ranking of individuals for a supposed case is
presented in Fig. 2.

The genetic algorithm applied to an optimization
problem for polymerization process is an extremely
robust technique and gives solutions that are quite close
to global optimum, reasonably fast. Genetic algorithm
flow chart used in this study, is shown in Fig. 3.

MODELLING

The evaluation of the individuals in terms of the
objective functions and constraints, in the case of the
polymerization process optimized in this paper, requires
the simulation of a chemical reaction model.

\[\text{Fig. 1: Cross over operator.}\]

\[\text{Fig. 2: Population ranking for two dimensional minimization}
\text{problems (supposed case).}\]
The mathematical model for the present study is based on the vinyl acetate free radical polymerization scheme with long chain branching. This polymerization reaction consists of five major steps: initiation, propagation, termination by combination and disproportionation, terminal double bond polymerization and chain transfer to monomer, polymer and solvent molecules. The major steps of reaction are as follows:

Initiation:

\[ I \xrightarrow{f,K_d} 2R^* \]  

Propagation:

\[ P_{r,b}^* + M \xrightarrow{K_p} P_{r+1,b}^* \]  

\[ P_{r,b}^* + M \xrightarrow{K_p} P_{r+1,b}^* \]  

Chain Transfer to Monomer:

\[ P_{r,b}^* + M \xrightarrow{K_{tm}} P_{r,b}^* + P_{1,0}^* \]  

\[ P_{r,b}^* + M \xrightarrow{K_{tm}} P_{r,b}^* + P_{1,0}^* \]  

Chain Transfer to Polymer:

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{tp}} P_{r,b}^* + P_{s,m}^* + 1 \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{tp}} P_{r,b}^* + P_{s,m}^* + 1 \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{tp}} P_{r,b}^* + P_{s,m}^* + 1 \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{tp}} P_{r,b}^* + P_{s,m}^* + 1 \]  

Chain Transfer to Solvent:

\[ P_{r,b}^* + S \xrightarrow{K_{ts}} P_{r,b}^* + P_{1,0}^* \]  

\[ P_{r,b}^* + S \xrightarrow{K_{ts}} P_{r,b}^* + P_{1,0}^* \]  

Terminal Double Bond Polymerization:

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_p^*} P_{r+s,b+m+1}^* \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_p^*} P_{r+s,b+m+1}^* \]  

Termination by Combination:

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{tc}} P_{r+s,b+m+1} \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{tc}} P_{r+s,b+m+1} \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{tc}} P_{r+s,b+m+1} \]  

Termination by Disproportionation:

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{td}} P_{r,b} + P_{s,m} \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{td}} P_{r,b} + P_{s,m} \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{td}} P_{r,b} + P_{s,m} + \frac{1}{2} P_{r,b}^* \]  

\[ P_{r,b}^* + P_{s,m} \xrightarrow{K_{td}} P_{r,b} + P_{s,m} + \frac{1}{2} P_{r,b}^* \]  

where \( P_{r,b}^* \), \( P_{r,b}^* \), \( P_{r,b}^* \), \( P_{r,b}^* \) are the polymer and radical chains with and without terminal double bond respectively, which \( r \) and \( b \) indices are the indicatives of
the number of monomers and branching points in each chain. I, M and S are the initiator, monomer and solvent molecules. \(K_d, K_p, K_{trm}, K_{trp}, K_p^*, K_a, K_{td}\) are the rate constants of initiator decomposition, propagation, chain transfer to monomer, polymer and solvent, terminal double bond polymerization and termination by combination and disproportionation respectively.

The mass balances and moment equations for solution polymerization of vinyl acetate in a batch reactor, based on the kinetic scheme, are explained in appendix A. The kinetic parameters for mathematical modeling, which are reported in the literature, are listed in table 1. Some of the kinetic parameters of the model were not reported in the literature at the operating conditions used in this research, so these parameters are selected as decision variables to be optimized.

As discussed earlier, for parameter optimization of polymerization reaction, in the first step, mathematical modeling of free radical solution polymerization of vinyl acetate is carried out. Then by comparing experimental data with mathematical model and minimizing the objective functions, kinetic parameters which are transfer constant to methanol as solvent (\(C_s\)), initiator efficiency (\(f\)) and terminal double bond reactivity (\(K\)) were determined in this study.

The objective function, \(I^*\), is a vector and consists of minimization of two error functions (objectives). To define the feasible domains of reaction temperature and conversion, two constraints are added to the problem. The objective functions and problem constraints are defined as follow:

\[
I^* = (I_1^*, I_2^*)
\]

\[
I_1^* = \text{Min} \sum_{i=1}^{n} \left| \frac{M_{i\text{Exp}}}{M_{i\text{Model}}} \right|
\]

\[
I_2^* = \text{Min} \sum_{i=1}^{n} \left| \frac{I_{i\text{Exp}}}{I_{i\text{Model}}} \right|
\]

subject to:

\[
T = T_{\text{reaction}} \pm T_{\text{tol}_1}
\]

\[
x_{\text{final}} = x_{\text{reaction}} \pm T_{\text{tol}_2}
\]

Minimizing the objective (error) functions implies the obtaining optimized kinetic parameters near the global values in the reasonable computational cost.

**EXPERIMENTAL**

Polyvinyl acetate was produced from solution polymerization of vinyl acetate (VAc). Because chain transfer to methanol is low and the byproduct (methyl acetate) can be separated easily, methanol (MeOH) was selected as solvent. Azobisisobutironitrile (AIBN) was used as initiator because of lower chain transfer constant and production possibility of polyvinyl acetate with high molecular weight. At first, distilled vinyl acetate and methanol were introduced to a small glass reactor with agitator (400 rpm). The mixture was then heated to 59 °C, which is the reflux temperature and best for AIBN decomposition, and initiator was added. When polymerization was completed, the system was cooled and finally produced polymer was washed, precipitated by water, dried at 45 °C in an oven and weighted.

The FTIR peaks of the produced polyvinyl acetate were in good agreement with the standard curve. Moreover, the GPC tests were done for molecular weight determination of produced polyvinyl acetate with polystyrene calibration between 34000-330000.

The effects of operating variables such as polymerization time, monomer to solvent ratio and initial concentration of initiator as shown in the following Figs. are considered.

**RESULTS AND DISCUSSION**

By the method discussed above, optimum values of kinetic parameters are obtained.

The genetic algorithm parameters used to optimize kinetic parameters are included in table 2.
Table 3: Optimized kinetic parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Optimized value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_s</td>
<td>1.19e-3</td>
</tr>
<tr>
<td>K</td>
<td>0.46</td>
</tr>
<tr>
<td>f</td>
<td>0.9</td>
</tr>
</tbody>
</table>

The optimized values of objective kinetic parameters, obtained by comparing mathematical modeling results with experimental data and minimizing error functions described earlier, are listed in table 3.

The validity of genetic algorithm optimization technique used in this study is justified by comparing the results of mathematical modeling by optimized parameters with experimental data as shown in Figs. 4-7.

Experimental and modeling results of final conversion versus initial concentration of initiator are shown in Fig. 4. By increasing the initial concentration of initiator, the conversion is increased but due to higher radical concentration, molecular weight is reduced.

Fig. 5 shows the experimental and modeling results of conversion versus reaction time. By increasing time and propagation of the reaction, the conversion is increased but the branching is also increased. Therefore at an optimum conversion, about 70%, the branching is low and also the cost of monomer recovery in the industrial plant is acceptable.

Experimental and modeling results of weight average molecular weight of polymer versus initial ratio of monomer to solvent are shown in Fig. 6. As the following Fig shows, by increasing the monomer to the solvent volume ratio the solvent radical decreases and the molecular weight of polyvinyl acetate increases. The monomer to solvent ratio of 3/1 is chosen for high molecular weight and also acceptable viscosity of mixing of the solution.

Experimental and modeling results of molecular weight distribution of produced polymer at x = 68% obtained by optimized parameters, are presented in Fig. 7.

The maximum error in Figs. 4-7, calculated from equation (26), to predict product properties by application of optimized parameters are summarized in table 4.

\[
\text{Max Error} = \text{Max} \left\{ \left( \frac{y_{i,\text{exp}} - y_{i,\text{model}}}{y_{i,\text{exp}}} \right) \times 100 \right\}
\]

Table 4: Maximum error of Figs. 4-7.

<table>
<thead>
<tr>
<th>Fig No.</th>
<th>Maximum error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2.60</td>
</tr>
<tr>
<td>5</td>
<td>3.86</td>
</tr>
<tr>
<td>6</td>
<td>6.18</td>
</tr>
<tr>
<td>7</td>
<td>7.2</td>
</tr>
</tbody>
</table>

The Pareto optimal set of objective functions and the decision variables set, which are terminal double bond reactivity and transfer constant to solvent in this study, obtained in the multi-objective optimization of the polymerization process are shown in Figs. 8 and 9 respectively.

CONCLUSIONS

Genetic algorithm has been used to optimize kinetic parameters of vinyl acetate polymerization in the presence of methanol as solvent. For this purpose at first, mathematical modeling of polymerization reaction based on the discussed model is done and then by minimizing the error functions define as differences between mathematical results and experimental data, the kinetic parameters are optimized.

The important properties of polymeric product, obtained by mathematical modeling of polymerization process using optimized kinetic parameters, are in good agreement with the experimental data as shown in Figs. 4-7.

It is found that by genetic algorithm technique, objective parameters are determined near the global optimum without requiring much more information about the system, in contrast to the traditional techniques, which need gradients or initial guesses.

Nomenclatures

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B_n</td>
<td>Number average branching density</td>
</tr>
<tr>
<td>B_w</td>
<td>Weight average branching density</td>
</tr>
<tr>
<td>C_m</td>
<td>Transfer constant to monomer defined as: ( \frac{K_{trm}}{K_p} )</td>
</tr>
<tr>
<td>C_p</td>
<td>Transfer constant to polymer defined as: ( \frac{K_{trp}}{K_p} )</td>
</tr>
<tr>
<td>C_s</td>
<td>Transfer constant to solvent defined as: ( \frac{K_{trs}}{K_p} )</td>
</tr>
<tr>
<td>f'</td>
<td>Initiator efficiency</td>
</tr>
<tr>
<td>I</td>
<td>Initiator molecule</td>
</tr>
<tr>
<td>I*</td>
<td>Objective function</td>
</tr>
<tr>
<td>K</td>
<td>Terminal double bond reactivity defined as: ( \frac{K_p}{K_p} )</td>
</tr>
<tr>
<td>K_d</td>
<td>Rate constant of initiator decomposition</td>
</tr>
</tbody>
</table>
Fig. 4: Effect of initial concentration of initiator on the final conversion.

Fig. 5: Comparison between simulated and experimental conversion versus time.

Fig. 6: Effect of initial ratio of monomer to solvent on weight average molecular weight of polymer.

Fig. 7: Comparison between simulated and experimental molecular weight distribution of poly vinyl acetate obtained at \( x = 68\% \).

Fig. 8: Pareto optimal set of objective functions.

Fig. 9: Decision variable set for the optimization of vinyl acetate polymerization process.
\[ K_p \quad \text{Rate constant of propagation} \]
\[ K_p^* \quad \text{Rate constant of terminal double bond polymerization} \]
\[ K_t \quad \text{Rate constant of termination} \]
\[ K_{tc} \quad \text{Rate constant of termination by combination} \]
\[ K_{td} \quad \text{Rate constant of termination by disproportionation} \]
\[ K_{trm} \quad \text{Rate constant of chain transfer to monomer} \]
\[ K_{trp} \quad \text{Rate constant of chain transfer to polymer} \]
\[ K_{trs} \quad \text{Rate constant of chain transfer to solvent} \]
\[ M \quad \text{Monomer molecule} \]
\[ N_a \quad \text{Number average molecular weight} \]
\[ M_w \quad \text{Weight average molecular weight} \]
\[ m_0 \quad \text{Monomer molecular weight} \]
\[ P_{rb} \quad \text{Polymer molecule consists of } r \text{ monomers and } b \text{ branching points without terminal double bond} \]
\[ P'_{rb} \quad \text{Polymer molecule consists of } r \text{ monomers and } b \text{ branching points with terminal double bond} \]
\[ P_{r,b} \quad \text{Radical chain consists of } r \text{ monomers and } b \text{ branching points without terminal double bond} \]
\[ P'_{r,b} \quad \text{Radical chain consists of } r \text{ monomers and } b \text{ branching points with terminal double bond} \]
\[ R^* \quad \text{Primary free radical} \]
\[ S \quad \text{Solvent molecule} \]
\[ T \quad \text{Temperature} \]
\[ T_{01}, T_{02} \quad \text{Tolerance} \]
\[ x \quad \text{Conversion} \]

**APPENDIX A**

**Equations of Mathematical Modeling**

Polymerization of vinyl acetate is mathematically modeled on the basis of published works [20,21]. Equations of mathematical modeling of vinyl acetate polymerization are obtained by writing mass balance for each species. These equations describe the behavior of the system as a function of conversion as below [20]:

\[ \frac{dQ_0'}{dx} = C_m - \frac{KQ_0}{1-x} \quad (A-1) \]
\[ \frac{dQ_0}{dx} = \frac{C_m[S]}{1-x} \quad (A-2) \]
\[ \frac{dQ_1}{dx} = \frac{C_pQ_1 + C_m(1-x)}{Z} - \frac{KQ_1[C_m[S]+C_pQ_1']}{Z(1-x)} \quad (A-3) \]
\[ \frac{dQ_2}{dx} = \frac{d(Q_2 + Q_2')}{dx} = \frac{2}{Z(1-x)} \left[ (1-x + KQ_1)[l-x + KQ_1 + C_pQ_2'] \right] \quad (A-4) \]
\[ \frac{dQ_1'}{dx} = \frac{d(Q_1 + Q_1')}{dx} = 1 \quad (A-5) \]
\[ \frac{dH_0}{dx} = \frac{C_pQ_1 - KH_0}{1-x} + \frac{K(H_0 + Q_0)[C_m(1-x) + C_pQ_1]}{Z(1-x)} \quad (A-6) \]
\[ \frac{dH_0}{dx} = \frac{C_pQ_1' - KH_0}{1-x} + \frac{K(H_0 + Q_0)[C_m(1-x) + C_pQ_1']}{Z(1-x)} \quad (A-7) \]
\[ \frac{dH_1}{dx} = \frac{d[H_1 + x]}{dx} + \frac{d(H_0 + Q_0)}{dx} + \frac{d[K(H_0 + Q_0)]}{dx} \quad (A-8) \]
\[ \frac{dH_1}{dx} = \frac{d[H_1 + x] + C_pQ_1'}{dx} + \frac{d[K(H_0 + Q_0)]}{dx} + \frac{d[C_pQ_1' + 1-x + KQ_1]}{dx} \quad (A-9) \]

\[ Q_0' = (Q_0 + Q_0') = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) \quad (A-10) \]
\[ Q_1' = (Q_1 + Q_1') = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) \quad (A-11) \]
\[ Q_2' = (Q_2 + Q_2') = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) \quad (A-12) \]
\[ Q_3' = (Q_3 + Q_3') = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) \quad (A-13) \]
\[ Q_4' = (Q_4 + Q_4') = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (P_{rb} + P'_{rb}) \quad (A-14) \]
\[ Q_5' = \frac{M_w}{m_0} \]
\[ H_0 = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} bP_{r,b} \]  
(A-15)

\[ H'_0 = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} bP'_{r,b} \]  
(A-16)

\[ H'_0 = H_0 + H'_0 = Q_0 B_n \]  
(A-17)

\[ H'_1 = \sum_{r=1}^{\infty} \sum_{b=0}^{\infty} (rP_{r,b} + P'_{r,b}) = H_1 + H'_1 = xB_w \]  
(A-18)

\[ K_1 = K_{id} + K_{is} \]  
(A-19)

where \( m_0 \) is the molecular weight of monomer and \( M_n \) and \( M_w \) are the number and weight average molecular weight of polymer.

Temperature relation of some kinetic parameters used in this study is introduced in the following equations [22]:

\[ K_d = 7.9e16*\exp(-34000/RT) \]  
(A-20)

\[ K_p = 1.13e*\exp(-4200/RT) \]  
(A-21)
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