Flow Pattern and Oil Holdup Prediction in Vertical Oil–Water Two–Phase Flow Using Pressure Fluctuation Signal

Azizi, Sadra; Karimi, Hajir*; Darvishi, Parviz
Department of Chemical Engineering, Yasouj University, P.O. Box 75914-353 Yasouj, I.R. IRAN

ABSTRACT: In this work, feasibility of flow pattern and oil holdup prediction for vertical upward oil–water two–phase flow using pressure fluctuation signals was experimentally investigated. Water and diesel fuel were selected as immiscible liquids. Oil holdup was measured by Quick Closing Valve (QCV) technique, and five flow patterns were identified using high-speed photography through a transparent test section with Inner Diameter (ID) of 0.0254 m. The observed flow patterns were Dispersed Oil in Water (D O/W), Dispersed Water in Oil (D W/O), Transition Flow (TF), Very Fine Dispersed Oil in Water (VFD O/W) and a new flow pattern called Dispersed Oil Slug & Water in Water (D OS& W/W). The pressure fluctuation signals were also measured by a static pressure sensor and decomposed at five levels using wavelet transform. Then, standard deviation values of decomposition levels were used as input parameters of a Probabilistic Neural Network (PNN) to train the network for predicting the flow patterns. In addition, some considered numerical values for actual flow patterns together with a signal energy value of each level were used as input parameters of a MultiLayer Perceptron (MLP) network to estimate the oil holdup. The results indicated good accuracy for recognition of the flow patterns (accuracy of 100% and 95.8% for training data and testing data, respectively) and oil holdup (AAPE=9.6%, R=0.984 for training data and AAPE=8.07%, R=0.99 for testing data).
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INTRODUCTION
Oil–water two-phase flows exist widely in petroleum and chemical industries, such as well bores, sub-sea pipelines and related equipment in oil field. To better understand the hydrodynamics of the liquid-liquid two–phase flow, its main parameters must be known. Flow pattern and oil holdup are two of the most important parameters that play a great role in the design and operation of oil-water flow systems. Depending on the mixture velocity, two-phase flow can acquire the various spatial distributions in pipes. These different configurations are known as flow pattern. Oil holdup is also defined as the fraction of pipe occupied by the oil phase. Generally, in multiphase flows, each phase flows at a different velocity and so, the holdup (in situ volume fraction)
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of each phase is different from its input volume fraction [1]. Holdup and flow pattern are crucial parameters for predicting pressure drop, heat transfer, density and viscosity of mixture, corrosion rates in oil–water flow and relative averaged velocity of each phase.


Several methods have been proposed for determination of the flow pattern and holdup in two–phase systems. Commonly used methods for predicting the flow patterns are Positron Emission Tomography (PET) [7,8], Magnetic Resonant Imaging (MRI) [9–11], X-ray and γ–ray tomography [12,13], ultrasound tomography [14,15], electrical tomography [16,17] and wire-mesh sensors [18,19]. The most commonly employed method for determination of liquid–liquid flow patterns is to visualize the flow in a transparent channel or through a transparent window on the wall of the pipe. In some cases, to better recognize, high–speed photography/video is may be employed to view through a transparent pipe wall particularly for high mixture velocities. Also, commonly used methods to measure the holdup are Quick Closing Valves (QCVs), X–, γ– and β–ray attenuation [20–23], wire mesh sensors [24,25], ultrasonic probes [26,27] and electrical probes [16, 28–33].

Each method mentioned above has its drawbacks. For example, nuclear sensors (γ–, β–, X–rays attenuation) are expensive and require safety conditions difficult to guarantee. In wire–mesh sensors method, by increasing the flow rates, the wires diameter should be increased with significant effects on the flow behavior [32]. Ultrasonic probes was found be useful only for oil holdup lower than 35% [26]. Electrical probes are affected salinity and conductivity property of the fluids. QCVs technique has been commonly employed in two–phase flow studies to exactly measure the holdup. But this method is inappropriate if continuous measurements are needed. It is often used for calibrating or comparison of measurements obtained from other methods.

Likewise, some researchers proposed the prediction of the flow pattern or holdup in two–phase flow using fluctuation signals obtained from different methods. Shang et al. [34] applied the wavelet signal extraction method to study the instability of two–phase flow and got the oscillation periods of mass flux conveniently, without frequency transfer. Jana et al. [4] analyzed the normalized time series data of a parallel wire type probe to identify the flow patterns during liquid–liquid two–phase flow through a vertical pipe by using Probability Density Function (PDF) and wavelet transform. Zhen & Hassan [35] employed the Particle Image Velocimetry (PIV) and wavelet auto–correlation methods to investigate two–dimensional full–field velocity components in the streamwise direction near–wall normal plane. Chakrabarti et al. [36] used an optical probe based on the difference in optical properties of two liquids during the simultaneous flow of two immiscible liquids through a horizontal conduit to characterize the different flow patterns. They quantified the probe signals using the moments of the PDF and the wavelet analysis. Zong & Jin. [37] analyzed and classified conductance signals of inclined oil–water flows into water dominated counter flow and transition flow pattern using wavelet analysis. Nguyen et al. [38] used the wavelet analysis technique for flow pattern
identification of vertical upward gas–liquid flow by using the void fraction signals obtained from a multi-channel Impedance Void Meter (IVM). Tan et al. [39] studied the flow structure of horizontal oil–water two–phase flow using a combined sensor. They measured the water holdup by combined conductivity and capacitance electrodes to deal with the water– and oil–continuous flow separately. They decomposed water holdup fluctuations with Continuous Wavelet Transform (CWT) and calculated a matrix of Local Wavelet Energy (LWE) coefficients at different decomposition scale for each experimental condition. The local flow structures and fluctuations of each typical flow pattern were characterized in a LWE coefficient map.

It is very interest to determine the flow pattern and the holdup from the pressure fluctuations, because the pressure sensors are robust, non–intrusive, inexpensive, well developed, unaffected by fluid salinity, readily available to a large range of operational pressure and temperature, resistant to most of fluids and fulfill most of the operational safety regulations [25, 40–42]. For this reason, some investigators attempted to predict the two–phase flow pattern or holdup from fluctuation signals of wall pressure [43–45] or differential pressure [46–49] using different plots and statistical moments of Probability Density Function (PDF) and wavelet transform. Matsui [46] estimated the flow patterns of nitrogen gas–water mixtures in a vertical pipe using statistical properties (PDF) of differential pressure fluctuations. Elperin & Klochko [47] proposed a wavelet transform–based method to analyze the time series of differential pressure fluctuations measured in a vertically installed venturi meter to identify flow regimes in two–phase gas–liquid flow. Park et al. [44] proposed the wavelet transform for identification of bed properties in a pressurized bubble column the fluctuating pressure signals. Yang & Leu [45] studied the transition velocities of Fluid Cracking Catalyst (FCC) in circulating fluidized bed systems by using statistical analysis and multi–resolution analysis of wavelet transformation on pressure fluctuation signals. Sun et al. [48] reported a flow–pattern map to distinguish the gas–liquid flow patterns in horizontal pipes based on the wavelet packet energy entropy of vortex–induced pressure fluctuation generated by a triangular bluff body perpendicular to the flow direction. Han et al. [42] combined the differential pressure method and conductance method to measure the water holdup of oil–water two–phase flow with low velocity and high water–cut through differential pressure method. They reported that when water holdup is less than 90%, with the oil–cut increasing, the slip effect between phases becomes more severe and flow structure of D O/W becomes more complex and so the prediction deviation of water holdup is high.

Due to the inherent complexity of two–phase flows, the interpretation of the pressure fluctuation signals to determine the respective flow pattern or the oil holdup is too difficult, particularly for liquid–liquid flows. Compared with gas–liquid systems, in liquid–liquid systems the density and viscosity difference between the phases is relatively low [49] and therefore pressure signal analysis is much more difficult. For either modeling phenomena which are too difficult to model from fundamental principles, or reduce the computational time for predicting expected behavior, Artificial Neural Network (ANN) techniques have been suggested as a powerful computational tool. Marseguerra et al. [50], Cai et al. [51] and Antonopoulos–Domis & Tambouratzis [52] were among the first researchers to use artificial neural network to better take advantage of the signals of complex phenomena. Marseguerra et al. [50] proposed the use of neural networks to the solution of problems in nuclear reactor physics with multiple signals as input and output data. Cai et al. [51] used the statistical moments acquired from pressure fluctuations in gas–liquid two–phase horizontal flow as input variables of Kohonen Self–Organizing feature Map (SOM) and divided them into four flow pattern. Antonopoulos–Domis and Tambouratzis [52] employed Artificial Neural Networks (ANN) for the on–line localization of a source of Even Plutonium Isotopes (EPI) material contained in sealed tanks. The ANN was trained on data obtained from a simulation of a well counter (filtered and Fourier transformed signals of the neutron detectors surrounding the well counter) for known positions of the EPI. Thereafter, a number of researchers employed the ANNs to predict the flow pattern or phase fraction of two–phase flows using fluctuation signals obtained from different methods. Xie et al. [53] trained two MultiLayer Perceptron (MLP) networks with two different outputs using the parameters of wall pressure signals to recognize the flow pattern of gas–liquid–pulp vertical three–phase flow. Rosa et al. [41]
used fluctuation signals of electrical resistivity probe in vertical gas-liquid flow to render first four statistical moments and its PDF as objective flow pattern indicators. Peng & Yin [54] proposed a method based on Electrical Capacitance Tomography (ECT) and an improved Least Squares Support Vector Machine (LS–SVM) for void fraction measurement of oil–gas two–phase flow. They employed the MLP network, Radial Basis Functions (RBF) and Probabilistic Neural Network (PNN). Salgado et al. [55] proposed a methodology for flow regimes identification and volume fraction predictions in water–gas–oil multiphase systems based on gamma–ray Pulse Height Distributions (PHDs) pattern recognition by means four Artificial Neural Networks (ANNs). The first ANN was trained to identify the dominant flow regime and the other three ones were trained for volume fraction predictions of each specifically regime. Zhang et al. [56] measured oil holdup of oil–water two–phase flow using thermocouple based on the thermal method. They proposed a model based on least square support vector machines and multi–wavelet transform of the temperature signal to forecast. Bin & Hong [57] proposed a gas–liquid two–phase flow regime identification method based on wavelet packet energy feature and Probabilistic Neural Network (PNN) according to the non–stationary characteristics of differential pressure fluctuation signals. Nazemi et al. [58] measured the void fraction percentage of two–phase flow regime using a g–ray attenuation technique and an MLP neural network with registered counts and transmitted detectors as its inputs and the void fraction percentage as its output. For a review of recent investigations on the applications of ANNs for predicting the main parameters of two–phase flow systems, such as flow pattern, void fraction, pressure drop, etc., see Cong et al. [59].

In this study, we experimentally investigate vertical upward liquid-liquid flow in a 2.54 cm ID pipe. Flow patterns and respective flow pattern map are determined using high speed photography. Oil holdup is measured by quick closing valves and static gauge pressure fluctuation signals are also acquired using a pressure sensor. Finally, we attempt to relate the acquired pressure fluctuations to the flow patterns and oil holdup with the help of wavelet transform and artificial neural network.

EXPERIMENTAL SECTION

Experimental setup

A schematic view of the flow loop experimental system is shown in Fig. 1. All experiments were conducted at atmospheric outlet pressure and room–temperature. Water and diesel fuel (density=798 kg/m³, viscosity=2.51 mPa.s and interfacial tension=37 mN/m) were selected as two immiscible liquids. Water and oil were pumped from their respective storage tanks (capacity=0.5 m³) to mixing chamber via two centrifugal pumps (1 Hp, 100 L/min), after being pumped through previously calibrated flowmeters. The oil–water mixture entered into a vertical test section pipe and then proceeded to separator tank (capacity=1 m³) where water was separated from oil by gravity and then both liquids returned to their respective storage tank. The Inner Diameter (ID) and the length of the test section were 2.54 cm and 1.5 m, respectively and the length of pipe between the mixing chamber outlet and the entrance of the test section was selected 2 m to ensure fully developed the flow pattern. Also, a transparent acrylic pipe was selected as the test section to enable visual observation of the flow phenomena. A pressure sensor (IFM electronic sensors) connected to tapping in the test section at a distance of 2.3 m from the vertical pipe inlet was applied to measure the static gauge pressure fluctuations (in mbar). The sampling frequency was 20 Hz for duration of 100 s. In order to minimize the probable effects of mechanical vibration on pressure fluctuations, the sensor was connected to the test section. The oil holdup was measured using QCV technique and the flow patterns were identified by a digital high–speed photography (Nikon, COOLPIX 500). Because diesel fuel is a liquid transparent and its color is different from the water, it provides the possibility of flow pattern accurate diagnosis through photography. The superficial velocities of water (U_w) and oil (U_o) were varied 0.14–1.36 and 0.057–0.85 m/s, respectively, and a total of 60 experimental test were conducted under mentioned conditions. During each experiment the water velocity was kept constant and the oil velocity was gradually increased. In order to ensure the reproducibility of the results, the entire experiments were repeated at least twice. In each run, the pressure fluctuation signals were recorded by a data logger and shown in computer using the LABVIEW software installed and programmed for this purpose.

OBSERVED FLOW PATTERNS

Five different flow patterns were identified aided by digital high speed photographs as follows: Dispersed oil
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Fig. 1: Schematic view of the oil–water flow loop.

 Slug & Water in Water (D OS & W/W), Dispersed Oil in Water (D O/W), Dispersed Water in Oil (D W/O), churn or Transition Flow (TF) and Very Fine Dispersed Oil in Water (VFD O/W). Photographs of the flow patterns are shown in Fig. 2 and the experimental flow pattern map is shown Fig. 3, in which \( U_{w} \) and \( U_{o} \) represent water and oil superficial velocity, respectively. Among the 60 runs performed, the flow patterns of D OS & W/W, D O/W, D W/O, TF and VFD O/W were observed 2, 32, 4, 4 and 18 times, respectively. Dispersed Oil Slug and Water in Water (D OS & W/W) flow pattern occurred at low oil–water mixture velocity (Figs. 2a and 3). Under this situation, some transparent bubbles, marked by black circles, as well as a large oil bubbles were observed in water continuous phase. Because after closing the QCVs, no air was seen in the test section pipe, so it ensured that air does not leak into the system. Therefore these transparent bubbles must be water phase that was trapped by a relatively resistant surface caused by interfacial tension between oil and water. Perhaps theses bubbles (water drops) were at first within the oil phase and then, they were separated from it because of the density difference, and due to the previous contact of water drop surface with the oil, a relatively resistant layer formed on the its surface due to the interfacial tension. Such bubbles may be affective in increasing the pressure drop and may be seen in three–layer flow pattern of horizontal liquid–liquid flows. At higher mixture velocity the Dispersed Oil in Water (D O/W) flow pattern was observed where oil phase was dispersed as bubbles in water continuous phase (see Fig. 2b). The Dispersed Water in Oil (D W/O) flow pattern was observed at high superficial velocity of oil (see Fig. 2c). In this flow pattern, turbulence energy of oil phase was high enough to disperse the water as drops in oil continuous phase. In the transition (TF) or churn flow pattern that often occurs at a certain range of the oil or water holdup, both liquid phases alternately appeared as continuous phase (see Fig. 2d). This flow pattern is a transition state between the water continuous and oil continuous flow pattern. When
Fig. 2: Photographs of flow patterns in vertical upward oil–water two phase flow.

Fig. 3: Experimental flow pattern map.

Fig. 4: Flow pattern map based on water holdup and mixture velocity.

1. The superficial velocity of water was very high (1.09–1.36 m/s), oil phase was broken into very small droplets in water continuous phase. This flow pattern was called Very Fine Dispersed Oil in Water (VFD O/W) flow (see Fig. 2e).

2. **Oil holdup measurement**

   As mentioned earlier, the oil (and water) holdup was measured by quick closing valves. The experimental results based on water holdup and mixture velocity are shown in Fig. 4.

   These results confirm the proposed transition criteria by Du et al. [5] for oil and water dominant flow pattern boundaries mentioned in the literature review. They stated that the transition is affected from the water holdup. They proposed that transition to oil dominant flow pattern and transition to water dominant flow pattern often happens at water holdup \( H_w = 0.25 \) and \( H_w = 0.35 \), respectively. Fig. 5 compares in situ oil fraction (oil holdup, \( H_o \)) against the inlet oil volume fraction (\( \beta_o \)) at all of the used mixture velocities.
Fig. 5: In situ oil holdup against inlet oil volume fraction.

The difference between in situ oil holdup and inlet oil fraction indicates that there exists a slip velocity between two liquids due to the different properties of them. In most of the cases (range of $\beta_o = 0.15$–0.75) the inlet oil fraction is less than the oil holdup.

Pressure fluctuation signals

A typical of the recorded pressure signals for each flow pattern is shown in Fig. 6.

As mentioned earlier, the signals were sampled at 20 Hz during 100 s. Although in the liquid–liquid flow system, due to its incompressible property the mechanical, vibration is negligible, however, to ensure that the pressure fluctuations would be caused only by the hydrodynamic nature of the two–phase flow, two centrifugal pumps were used for both liquids and special supports were designed in order to satisfy the dynamic neutrality (hydrodynamic forces don not generate mechanical vibrations). In this study, owing to the random and complex nature of the recorded pressure fluctuation signals and therefore difficulty of predicting the flow patterns and oil holdup, wavelet transform and artificial neural network were utilized to overcome this difficulty.

Wavelet transform

Wavelet Transform (WT) analysis is a very powerful time–frequency tool for analysis of transitory and non–stationary signals. Unlike the short time Fourier transform method that suffers from a limitation due to a fixed resolution in both time and frequency, WT is a more flexible method of time–frequency representation of a signal by allowing the use of variable sized windows. In WT, to get precise time resolution, narrow windows are used at high frequencies (corresponding to small scales), while to get finer frequency resolution, wide windows are utilized at low frequencies (corresponding to large scales). Two different kinds of wavelet transform can be distinguished, Continuous Wavelet Transform (CWT) and Discrete Wavelet Transform (DWT). CWT performs a Multi–Resolution Analysis (MRA) by contraction and dilatation of the wavelet functions, whereas DWT uses filter banks for the construction of the multi–resolution time–frequency plane.

Wavelet decomposition of pressure fluctuation signals

There are different families of wavelet functions, such as Harr, Daubechies, Maxican hat, and Splines wavelets. Since the Daubechies wavelets [60,61] are compactly supported orthogonal wavelets with external phase and highest number of vanishing moments for a given support width, they have frequently been used in multiphase systems to decompose the time–series signals. In this work, Daubechies 4 (Db4) wavelet with 5 levels was chosen for the analyzing wavelet. For all wavelet analysis, Matlab Wavelet Toolbox environment with wavelet toolbox was utilized. Wavelet analysis of a typical of signal obtained from pressure sensor is shown in Fig. 7 where $d_1$ (detail coefficient of the level 1) and $a_5$ (approximation coefficient of the level 5) represent the highest and lowest frequency bands, respectively, and $d_2$–$d_4$ reflect progressively lower frequency bands.

For a compact and complete representation [62], the results were presented as the standard deviation at the different levels of details ($d_1$–$d_5$) and approximation ($a_5$) for each signal. Standard Deviation (SD) is a measure of scattering of the distribution around the mean value and given as:

$$SD = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \mu)^2}$$  \hspace{1cm} (1)

Where $n$ is total of all points, $x_i$ is signal values from $i = 1$ until $n-1$ and $\mu$ is mean value of the signal.

The plots of details and approximation levels vs. their standard deviation exhibit special plots for each flow pattern. Fig. 8 shows the plots created by plotting...
Fig. 6: Typical of time series of pressure fluctuation signals in observed flow patterns.

The standard deviations of details and approximation coefficients at different decomposition levels for D O/W flow pattern.

These plots can be divided into three groups. The first group is based on the lower oil holdup of 0.2, where the standard deviation has a peak at $d_3$ and slope change is negative between the $d_4$ and $d_5$. The second group is based on the oil holdup of 0.2 to the lower oil holdup of 0.4, where the standard deviation has a peak at $d_3$ similar to the first group, but, in this case the slope change between $d_4$ and $d_5$ is positive. Finally, the third group is related to the higher oil holdup of 0.4, where the standard deviation increases from $d_1$ to $d_5$ but drops down at $d_5$.

Standard deviation of the details and approximation coefficients at different resolution levels are also plotted for the VFD O/W flow pattern in Fig. 9. Although it seems that the plots of this figure are similar to the first or the second group related to the D O/W flow pattern, but in this figure, the difference between $d_2$ and $d_4$ is lower and the plots between $d_2$ and $d_5$ are almost asymmetry.

The plots of standard deviations of different resolution levels related to D W/O are plotted in Fig. 10. These plots can be discriminated probably from the previous flow patterns plots by oscillations of values of the standard deviation from $d_1$ to $d_5$ close to 0.5.

Fig. 11 shows the plots of the standard deviations of details and approximation coefficients at different resolution levels related to D OS W/W flow pattern. Similar trends can be seen for variation of values of the standard deviation of coefficients as standard deviation increases gradually from $d_1$ to $d_5$ but then $d_5$ increases sharply to $d_6$. 

<table>
<thead>
<tr>
<th>Flow Pattern</th>
<th>$U_{SO}$</th>
<th>$U_{SW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D OS &amp; W/W</td>
<td>0.057</td>
<td>0.14</td>
</tr>
<tr>
<td>D W/O</td>
<td>0.85</td>
<td>0.14</td>
</tr>
<tr>
<td>TF</td>
<td>0.52</td>
<td>0.27</td>
</tr>
<tr>
<td>D O/W</td>
<td>0.52</td>
<td>0.68</td>
</tr>
<tr>
<td>VFD O/W</td>
<td>0.38</td>
<td>1.36</td>
</tr>
</tbody>
</table>
Fig. 7: Wavelet analysis of a typical pressure fluctuation signal for DO/W flow pattern ($U_{sw} = 0.52, U_{so} = 0.68$).

Fig. 8: Typical plots of standard deviations of details ($d_1$–$d_5$) and approximation coefficients at different resolution levels for DO/W flow pattern.

Fig. 9: Typical plots of standard deviations of details ($d_1$–$d_5$) and approximation coefficients at different resolution levels for VFD O/W flow pattern.
Finally, the plots of different resolution levels against their standard deviations related to the flow pattern of TF are plotted in Fig. 12. As can be seen, the standard deviation of coefficients increases entirely from d1 to a5, and unlike the D OS & W/W flow pattern, the standard deviation does not increase sharply from d4 to a5.

Although the flow pattern and in some cases the range of oil holdup can be predicted using the above method, it is difficult to recognize the flow pattern in some cases due to the relative similarity of the plots of a flow pattern with the other flow pattern plots. Moreover, the predicted oil holdup should be close to the actual oil holdup. For this reason, in addition to wavelet transform, Artificial Neural Network (ANN) were used to predict the flow pattern and the oil holdup.

**ARTIFICIAL NEURAL NETWORK (ANN)**

Artificial Neural Network (ANN) is a mathematical or computational model based on biological neural networks that contains of an interconnected group of artificial neurons and processes information using a connectionist approach to computation. ANNs extract the relationship between the input and output data and can be effectively used as excellent pattern classifiers [41] and for nonlinear systems where inputs and outputs have complex relationships [63–65]. A multilayer network has commonly one input layer, one output layer and one or more hidden layers. Kohonen Self–Organizing Feature Map (SOM), MultiLayer Perceptron (MLP) with Feed-Forward Back–Propagation (FFBP) training algorithm, Radial Basis Function (RBF), Probabilistic Neural Network (PNN) and Learning Vector Quantization (LVQ) are commonly used networks for classification. In this study, the PNN was selected to classify the flow patterns using pressure fluctuation signals because of its high speed in operation and high accuracy in pattern identification [66].

**FLOW PATTERN AND OIL HOLDUP PREDICTION USING WT AND ANN**

**Flow pattern prediction using WT and ANN**

The PNN based on the Bayes–Parzen classification theory was developed by Specht [67]. It estimates a PDF for each data class based on the training set data and an optimized spread constant ($\sigma$), and is composed of four layers namely input layer, pattern (hidden) layer, summation layer and decision (output) layer. The pattern layer contains one neuron (node) for each training case available, and on receiving the outputs of input layer, calculates an Euclidean distance measure between the presented input vector and the training example represented by that pattern neuron at each neuron and then processed through a Gaussian activation function as

$$\Phi_j(x) = \exp \left( -\frac{\|x - \bar{x}_j\|^2}{2\sigma_j^2} \right)$$  \hspace{1cm} (2)

Where $x$ and $x_j$ are the vector of random variables and the $j$th training vector, respectively. The summation layer computes the summation of the outputs of the hidden
layer for each respective data class. Then, the outputs of the summation neurons are compared and the largest of them is fed forward to the decision layer to yield the computed class and the probability that this example will belong to that class. Only one variable, spread constant ($\gamma$), needs to be altered for this architecture to obtain an optimal PNN. As the spread constant determines the shape of the Gaussian functions, selection of it is crucial.

In the present study, standard deviation values of the details and approximation coefficients are chosen as the inputs of PNN (six inputs). Some numerical values were considered for each flow pattern to make it comprehensible for PNN. The numerical values were from one to five for VFD O/W, D O/W, D OS & W/W, TF and D W/O flow patterns, respectively. 60% of data were used for training and the remainders were used for testing the network. These sets were chosen carefully, so that in training set enough data would be available for each flow pattern. To evaluate the network performance, Mean Squared Error (MSE) was used by the following equation:

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} \left( Y_i - X_i \right)^2$$

(3)

where $n$ is the number of all data, $Y_i$ is the actual values and $X_i$ is predicted values by the network. To find the best spread for Gaussian function, the network errors for different spreads were calculated, and using the trial and error method the minimum MSE of the test set was obtained by spread constant of 0.28. Flow pattern map predicted by the PNN is shown in Fig. 13 where the black circles are testing set points. As shown in this figure, the number of misidentification on testing set was only one marked by the dash line. As a result, percentage accuracy of PNN was obtained 95.8% for the testing set, while that was achieved 100% for the training set.

**Prediction of oil holdup using WT and MLP**

To be able the use a neural network model as a good function approximation (regression), MultiLayer Perceptron (MLP) which is most commonly used for fitting was selected. This network has an input layer, one or more hidden layers and an output layer in which each layer comprise a number of interconnected neurons. Each layer has some artificial neurons (nodes), a weight matrix ($w$), and an output vector, and each neuron in the hidden and output layer has a bias ($b$) and an activation function. In the present study, hyperbolic tangent sigmoid and linear activation functions were used in the hidden and output layers, respectively. Also, Levenberg–Marquardt back–propagation algorithm was used to adjust the weights and biases and minimize the difference between network output and target (training the network).

Although the standard deviation of the details and approximation coefficients of different decomposition levels were suitable parameter to recognize the flow pattern, in initial evaluations, the present authors found that the signal energy values of each level together with
the appropriated Flow Pattern Number (FPN) as the input parameters of the MLP network have superior performance to predict the oil holdup compared with the standard deviation values. Range of signal energy of different decomposition levels for different flow patterns is represented in Table 1.

As is shown this table, the approximation coefficients comprise most of the signals energy while the detail coefficients of $d_5$ have the lowest energy. To train the MLP network, the signal energy of different decomposition levels together with the actual Flow Pattern Number (FPN) were used as the input variables (7 input variables) while the target of the ANN was defined by the oil holdup values ($H_o$) measured by Quick Closing Valves (QCVs) technique. One of the main problems related to the training of the MLP is over–fittting or over–training where the trained network can only produce good prediction for known data set and it is unable to give reasonable prediction for a new data set [68]. In the present study, "early stopping" technique that is one of the most common methods to avoid over–fittting and improve generalization capability of the network [69] was applied. In this method, all of the data are divided into three subsets, namely training, validation and testing sets. The training set is employed to compute the gradient and updating the values of weights and biases, and the validation set is utilized to ensure the generalization of the developed network during the training process. When the validation error increases for a predetermined number of epochs, the training process is stopped and the testing set is used to verify the final performance of the network. So the test set is not applied during the training process and the validation set in only applied to stop the process of network training [70]. The proposed MLP was trained, validated and tested with randomly 70% (42 data points), 15% (9 data points), and 15% (9 data points), respectively. Correlation coefficient (R) and Mean Square Error (MSE) were used as the criterions for selecting the best network topology. Generation of initial values of the weights and biases and selection of the training data is performed randomly, and these random choices will affect the network performance. Likewise, the number of neurons in input and output layers is equal to the number of input and output variables, respectively, while the number of neurons in hidden layer is dependent upon the complexity of the problem and can significantly affect the final performance of the network. So, in each network training, the output may be different when the network is initialized. On the other hand, there is not a general rule for the determination of the optimal structure of MLP network and it is usually determined through the method of trial–and–error [71]. To determine the optimal number of neurons in the hidden layer, different structures of the network having different numbers of neurons in the hidden layer were employed to predict the oil holdup. The number of neurons in the hidden layer were varied from 1 to 15 and each network having a certain number of neurons was repeatedly run for 80 times (in a total of 1200 trails). In each trial, the network was trained with different random initial weights, biases and training data. Finally, the best network (having the best performance) was determined and its number of neurons in the hidden layer was selected as the optimal number of neurons [70]. The best performance (the minimum MSE) was obtained for 11 neurons in hidden layer (see Fig. 14).

The best performance of MLP network with 11 neurons in the hidden layer to describe the pressure gradient was validated by the correlation coefficient (R)

### Table 1: The energy range (%) of coefficients at different decomposition levels for different flow patterns signals.

<table>
<thead>
<tr>
<th>Coefficient energy</th>
<th>Flow pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{a}$</td>
<td>D OS &amp; W/W</td>
</tr>
<tr>
<td></td>
<td>99.995 – 99.999</td>
</tr>
<tr>
<td>$E_{d}$</td>
<td>D O/W</td>
</tr>
<tr>
<td></td>
<td>99.942 – 99.998</td>
</tr>
<tr>
<td>$E_{d}$</td>
<td>D W/O</td>
</tr>
<tr>
<td></td>
<td>99.993 – 99.997</td>
</tr>
<tr>
<td>$E_{a}$</td>
<td>TF</td>
</tr>
<tr>
<td></td>
<td>99.926 – 99.995</td>
</tr>
<tr>
<td>$E_{d}$</td>
<td>VFD O/W</td>
</tr>
<tr>
<td></td>
<td>99.927 – 99.999</td>
</tr>
</tbody>
</table>
Table 2: Performance evaluation of the trained MLP network for training, validation and testing of all data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>MSE</th>
<th>AAPE (%)</th>
<th>R</th>
<th>No. of data points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>0.00153</td>
<td>9.60</td>
<td>0.984</td>
<td>42</td>
</tr>
<tr>
<td>Validation</td>
<td>0.00246</td>
<td>9.54</td>
<td>0.962</td>
<td>9</td>
</tr>
<tr>
<td>Test</td>
<td>0.00077</td>
<td>8.07</td>
<td>0.990</td>
<td>9</td>
</tr>
<tr>
<td>All</td>
<td>0.00160</td>
<td>9.33</td>
<td>0.983</td>
<td>60</td>
</tr>
</tbody>
</table>

Fig. 14: MSE of network for different number of neurons in hidden layer.

and Average Absolute Percent Error (AAPE) between the experimental and the predicted data from the network defined as:

\[
\text{AAPE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|Y_i - X_i|}{Y_i} \times 100
\]  

(4)

\[
R = \frac{\sum_{i=1}^{n} (Y_i - \bar{Y})(X_i - \bar{X})}{\sqrt{\sum_{i=1}^{n} (Y_i - \bar{Y})^2 (X_i - \bar{X})^2}}
\]  

(5)

Where \( \bar{Y} \) and \( \bar{X} \) are the average of the experimental and predicted values, respectively. The details of ANN performance for all data sets are represented in Tables 2 and Fig. 15.

The accuracy between the neural network predictions and experimental data was achieved with AAPE of 9.6% and correlation coefficient (R) of 0.984 for training data set and AAPE of 8.07% and R value of 0.99 for testing data. The AAPE and R value for all data sets were also calculated as 9.33% and 0.983, respectively. These results show good fitting between the oil holdup experimental data and the predicted values by the proposed ANN model. As a result, by knowing the flow pattern, the oil holdup can be predicted from the pressure fluctuations.

In order to use the method proposed in the present paper, if the sampling frequency is more, less time is required and possibly better results will be obtained for predicting the flow pattern and oil holdup. If the flow pattern is unknown to use the trained MLP network and if the trained PNN can correctly predict all of the flow pattern, the PNN results (the predicted Flow Patter Number, FPN) can be used as an input variable of the trained MLP network to predict the oil holdup, as shown in Fig. 16.

In this figure, PNN and MLP are the trained networks as described previously. At first, the original signal is decomposed at 5 levels by using wavelet transform (Db4 wavelet). Then the standard deviation of the levels coefficients are used as input variables of the PNN to predict the Flow Patter Number (FPN). Finally, the predicted FPN together with the signal energy of details and approximation coefficients of the levels are utilized as input variables of the MLP network to predict the oil holdup.
**CONCLUSIONS**

The flow pattern and the oil holdup were predicted successfully from the pressure fluctuation signals using wavelet transform and artificial neural network. For this purpose, the PNN and MLP networks were trained to predict the flow patterns and oil holdup, respectively. The results indicated that the proposed method can be a useful tool for characterizing the different vertical upward oil–water flow patterns (accuracy=95.8% for testing data) and determining the oil holdup (AAPE=8.07%, R=0.99 for testing data). As a result, flow pattern and oil holdup can be predicted for vertical oil–water two–phase flow using pressure fluctuation signals obtained by only one pressure sensor and with the help of wavelet transform and artificial neural network.
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